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RNNs / LSTMs / GRUs

e Seem like a good idea

e Too hard to train

* No longer widely used
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Temporal Convolutional
Networks

input sequence

e Fast and efficient
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structured data
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Attention / Transformers
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