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Non-differentiability

• Compute gradient of 
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The log-derivative trick

• Simple chain rule
� 


• Gradient of expected 
return  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∇θ pθ(x) = pθ(x)∇θlog pθ(x)

∇𝔼τ∼Pπ,T
[R(τ)] = ∑

τ

Pπ,T(τ)R(a)∇log Pπ,T(τ)

= 𝔼τ∼Pπ,T [R(τ)∇log Pπ,T(τ)]
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REINFORCE

• Compute gradient using 
Monte Carlo sampling  

�

𝔼τ∼Pπ,T [R(τ)∇log Pπ,T(τ)]
≈

1
N ∑

τ∼Pπ,T

[R(τ)∇log Pπ,T(τ)]

Simple statistical gradient-following algorithms for connectionist reinforcement 
learning, Williams, Machine learning 1992



REINFORCE issues

• Needs lots of samples 
for a good gradient


• High-variance gradient 
estimator


• Cannot reuse rollouts 
(� )τ

1
N ∑

τ∼Pπ,T

[R(τ)∇log Pπ,T(τ)]


