Optimization algorithms
(©) 2019 Philipp Krdhenbiihl and Chao-Yuan Wu



Stochastic Gradient Descent
with Momentum

for n epochs

e Default optimizer for B. batches
e Works well in most g=E, o af(x,YIé’)]
cases o 00
Vi=pV+ g

 Tune learning rate 0:=0—¢ev



RMSProp

m: =v:=0

e Very specialized

for n epochs
for B; batches

Momentum optional o' (x,y|6)
8= _X,yEB,-[ 00

Auto-tunes learning rate

Doesnt play nice with

momentum m:= am + (1 — a)g?
Works well on some V.= pV - =
reinforcement learning \/ m+ €
problems =0 — ev

Tijmen Tieleman and Geoffrey Hinton. “"Lecture 6.5-RMSProp: Divide the gradient by a
running average of its recent magnitude.” Neural networks for machine learning 4.2, 2012



ADAM

vi=m:=0(
for n epochs
for Bi batches

e Less learning rate funing

e Works well on small

0r' (X, y|0)
networks and problems g:=FE, cp s ]
e Trains well, generalizes vi=piv+ (1 —-5)g
worse m:= f,m + (1 - B,)g’
e Mathematically not \/ [ — ptep
correct Si=¢€
1 — Bstep

\
Kingma, D. P., & Ba, J. L.. Adam: a Method for 0:=0—s
Stochastic Optimization. ICLR 2015 v+ €



What optimizer fo use?

* Large models and data
e SGD with momentum
e Small models and data

e ADAM



