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Overview

e Tensors: order-d matrices
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Size: size(T) =5, X s, X ... X s,
Order: dim(T) =d

Indexing: T ;




What are Tensors used for?

In deep learning:

everything H HxWx3 tensor
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Summary

e Tensors: order-d matrices

e Basic building block of deep networks



