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#1 No stochasticity

. y\may not match the empirical distribution Pdata(Y).

* pIX2pix - no stochasticity presented as a limitation.
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#2 Mode Collapse

* No real explanation of why cycle consistency in both directions helps with
mode collapse problem, as opposed to in only one direction.

* The discoGAN paper, which has a similar model, does a nice job of explaining
this in more detail.
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[1] Kim, Taeksoo, et al. "Learning to discover cross-domain relations with generative
adversarial networks." arXiv preprint arXiv:1703.05192 (2017).



#3 Evaluation

* Neither perceptual study, nor FCN score
are a measure of the quality of style
transfer, which is what the authors
motivate.

* By their own admission, the algorithm
makes minimal geometric change, which
may be something that contributes to
better segmentation.

* The results don’t look very impressive
visually, hard to judge.




#3 Results

Unimpressive results for datasets
where geometric shape change is
needed.
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Reasoning given: “This might be
caused by our generator architecture
choices which are tailored for good
performance on the appearance
changes.”
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Should have used a different
generator architecture to verify this.




#4 General rant against these kind of tasks

CycleGAN
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Thank you.



