
Evolution Strategies as a Scalable 
Alternative to RL

Cons



Evolution? Just random search with hill climbing
● No persistent population or elites

○ No history or memory like CMA-ES

● No mutation

● No crossover



Alternative to Reinforcement Learning?

Wikipedia: 

“Reinforcement learning (RL) is an area of machine 
learning concerned with how software agents ought to 
take actions in an environment so as to maximize 
some notion of cumulative reward. “

Better:

Alternative to policy gradients algorithms and value function approximation?

https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Software_agent
https://en.wikipedia.org/wiki/Action_selection


“...hardest environments studied by the deep RL 
community today...”



Benchmarks are easily solved with random search
● Uber AI -- pure random search over conv nets can beat RL

○ Such, Felipe Petroski, et al. "Deep neuroevolution: genetic algorithms are a competitive 
alternative for training deep neural networks for reinforcement learning." arXiv preprint 
arXiv:1712.06567 (2017).

● Ben Recht -- random search with linear controllers beat RL
○ Mania, Horia, Aurelia Guy, and Benjamin Recht. "Simple random search provides a 

competitive approach to reinforcement learning." arXiv preprint arXiv:1803.07055 (2018).



“We found the evolution strategies method to be robust”

● Used fixed hyperparameters
○ Sensitivity analysis?

● Results are pretty hit and miss



Not as simple as it seems...

● Mirrored sampling
○ -epsilon, +epsilon

● Uses fitness ranks rather than 
returns

● Requires virtual batch 
normalization (??) to work



Deceptive optimization problems?

● Lehman, Joel, and Kenneth O. Stanley. "Exploiting open-endedness to solve problems through the search for 
novelty." ALIFE. 2008.



Brute force search
● Requires massive parallelization
● Can require up to 10x as much data
● Wasteful, it just throws away rollouts after computing returns

Is it applicable to real problems? 


