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IN CLASS

• Learn background material

• “Theory”

• Math behind deep 
learning



SECTION

• Coding

• PyTorch

• Start homework



IN CLASS QUIZZES
• In average one per week (~13 in total)

• Can work in groups

• Can fail 2, at least 5 required

• Ways to fail

• Do not show up

• Hand in an empty quiz

• Write a purposefully wrong answer



ASSIGNMENTS
• One homework per week

• Out Thursday night (or 
Friday morning)

• due next Th 11:59pm

• Submit a pytorch module

• Automatically graded

• partial grader with 
assignment



ASSIGNMENTS



FINAL PROJECT

• Learn to race in 
SuperTuxKart

• Last 3 weeks

• open ended strategy

• Competition in class



PREREQUISITES

• 311 or 311H - Discrete math for computer 
science (or equivalent)

• 343 or 363D - Artificial Intelligence or Statistical 
Learning and Data Mining

• Proficiency in Python



GOALS

• Implement and train neural networks in pytorch

• Have a basic understanding of the inner workings 
of neural networks

• Know several types of neural networks, including 
convolutional and recurrent neural networks



GRADES
• 10% Quizzes

• 55% homework

• 35% final project

• 1 day late: -25%

• 2 days late: -50%

• 3+ days late: -100%



BOOK

• No official book

• For background reading:

• Deep learning, Goodfellow, Bengio and Courville 
2016

• www.deeplearningbook.org

http://www.deeplearningbook.org


WIKI / DOC

• The webpage as a little 
writeup for all 
important concepts 
you’ll learn in class



ONCE UPON A TIME

1950s





PERCEPTRON

credit: Andrey Kurenkov

Frank Rosenblatt [1957]



PERCEPTRON
1 if w*x > 0
0 otherwisef(x) = {

1

0



HISTORY OF DEEP LEARNING
Hubel & Wiesel [early 1950s]



MULTI-LAYER PERCEPTRON



MULTI-LAYER PERCEPTRON



MULTI-LAYER PERCEPTRON



MARVIN MINSKY [1968]
symbolic AI

rule based systems

AI winter [1970s]



BACK-PROPAGATION [1988]

=



MACHINE LEARNING + 
OPTIMIZATION

Suport Vector Machines
Random Forests

Boosting

Hand engineering

Computer Vision: Geometry

[1990 - 2005]
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THE DEEP LEARNING 
CONSPIRACY
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Machine-learning technology powers many aspects of modern 
society: from web searches to content filtering on social net-
works to recommendations on e-commerce websites, and 

it is increasingly present in consumer products such as cameras and 
smartphones. Machine-learning systems are used to identify objects 
in images, transcribe speech into text, match news items, posts or 
products with users’ interests, and select relevant results of search. 
Increasingly, these applications make use of a class of techniques called 
deep learning. 

Conventional machine-learning techniques were limited in their 
ability to process natural data in their raw form. For decades, con-
structing a pattern-recognition or machine-learning system required 
careful engineering and considerable domain expertise to design a fea-
ture extractor that transformed the raw data (such as the pixel values 
of an image) into a suitable internal representation or feature vector 
from which the learning subsystem, often a classifier, could detect or 
classify patterns in the input. 

Representation learning is a set of methods that allows a machine to 
be fed with raw data and to automatically discover the representations 
needed for detection or classification. Deep-learning methods are 
representation-learning methods with multiple levels of representa-
tion, obtained by composing simple but non-linear modules that each 
transform the representation at one level (starting with the raw input) 
into a representation at a higher, slightly more abstract level. With the 
composition of enough such transformations, very complex functions 
can be learned. For classification tasks, higher layers of representation 
amplify aspects of the input that are important for discrimination and 
suppress irrelevant variations. An image, for example, comes in the 
form of an array of pixel values, and the learned features in the first 
layer of representation typically represent the presence or absence of 
edges at particular orientations and locations in the image. The second 
layer typically detects motifs by spotting particular arrangements of 
edges, regardless of small variations in the edge positions. The third 
layer may assemble motifs into larger combinations that correspond 
to parts of familiar objects, and subsequent layers would detect objects 
as combinations of these parts. The key aspect of deep learning is that 
these layers of features are not designed by human engineers: they 
are learned from data using a general-purpose learning procedure. 

Deep learning is making major advances in solving problems that 
have resisted the best attempts of the artificial intelligence commu-
nity for many years. It has turned out to be very good at discovering 

intricate structures in high-dimensional data and is therefore applica-
ble to many domains of science, business and government. In addition 
to beating records in image recognition1–4 and speech recognition5–7, it 
has beaten other machine-learning techniques at predicting the activ-
ity of potential drug molecules8, analysing particle accelerator data9,10, 
reconstructing brain circuits11, and predicting the effects of mutations 
in non-coding DNA on gene expression and disease12,13. Perhaps more 
surprisingly, deep learning has produced extremely promising results 
for various tasks in natural language understanding14, particularly 
topic classification, sentiment analysis, question answering15 and lan-
guage translation16,17. 

We think that deep learning will have many more successes in the 
near future because it requires very little engineering by hand, so it 
can easily take advantage of increases in the amount of available com-
putation and data. New learning algorithms and architectures that are 
currently being developed for deep neural networks will only acceler-
ate this progress. 

Supervised learning 
The most common form of machine learning, deep or not, is super-
vised learning. Imagine that we want to build a system that can classify 
images as containing, say, a house, a car, a person or a pet. We first 
collect a large data set of images of houses, cars, people and pets, each 
labelled with its category. During training, the machine is shown an 
image and produces an output in the form of a vector of scores, one 
for each category. We want the desired category to have the highest 
score of all categories, but this is unlikely to happen before training. 
We compute an objective function that measures the error (or dis-
tance) between the output scores and the desired pattern of scores. The 
machine then modifies its internal adjustable parameters to reduce 
this error. These adjustable parameters, often called weights, are real 
numbers that can be seen as ‘knobs’ that define the input–output func-
tion of the machine. In a typical deep-learning system, there may be 
hundreds of millions of these adjustable weights, and hundreds of 
millions of labelled examples with which to train the machine. 

To properly adjust the weight vector, the learning algorithm com-
putes a gradient vector that, for each weight, indicates by what amount 
the error would increase or decrease if the weight were increased by a 
tiny amount. The weight vector is then adjusted in the opposite direc-
tion to the gradient vector. 

The objective function, averaged over all the training examples, can 

Deep learning allows computational models that are composed of multiple processing layers to learn representations of 
data with multiple levels of abstraction. These methods have dramatically improved the state-of-the-art in speech rec-
ognition, visual object recognition, object detection and many other domains such as drug discovery and genomics. Deep 
learning discovers intricate structure in large data sets by using the backpropagation algorithm to indicate how a machine 
should change its internal parameters that are used to compute the representation in each layer from the representation in 
the previous layer. Deep convolutional nets have brought about breakthroughs in processing images, video, speech and 
audio, whereas recurrent nets have shone light on sequential data such as text and speech. 

Deep learning
Yann LeCun1,2, Yoshua Bengio3 & Geoffrey Hinton4,5

4 3 6  |  N A T U R E  |  V O L  5 2 1  |  2 8  M A Y  2 0 1 5

REVIEW
doi:10.1038/nature14539

© 2015 Macmillan Publishers Limited. All rights reserved
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Convex optimization
SVMs

…

2006 2016

neural networks deep learning

ReLU

GPUs

Dropout

AlexNet
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30 days of x days of=



THE DEEP LEARNING 
CONSPIRACY

30 days of 6000 years of=



THE DEEP LEARNING 
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THE DEEP LEARNING 
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30 days of 26 years of=



THE N-WORD

• Neural

• Deep Learning

• try to keep Neuroscience 
out of this class

• try to motivate through 
optimization and ML

• instead of biology



HISTORY LESSON OVER



WHAT IS A DEEP NETWORK?
A “differentiable” function  

composed out of multiple layers 
of computation



TENSORS
• A tensor is a d-dimensional 

array

• A 1-d tensor is a vector

• A 2-d tensor is a matrix

• …

• Tensors are inputs and 
outputs of layers, as well as 
their parameters



LAYER

• Basic unit of computation

• Simple function

• With parameters



WHY DO DEEP NETWORKS 
WORK SO WELL IN PRACTICE?

 prairie chicken



THINGS TO KNOW BEFORE 
YOU TAKE THE CLASS

training set test set



THINGS TO KNOW BEFORE 
YOU TAKE THE CLASS

linear classifier



THINGS TO KNOW BEFORE 
YOU TAKE THE CLASS

logistic regression



THINGS TO KNOW BEFORE 
YOU TAKE THE CLASS

training logistic regression



PREPARATION FOR SECTION
• Windows 10

• install bash (ubuntu within windows)

• Install python3, pip

• Install pytorch, torchvision

• Bring your laptop to section!


