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1 Estimate Pi

Given k x 2 samples {z;} ~ U[0,1], estimate 7.

1.1 Naive Estimator

The naive estimator given in the write-up uses k samples.
U(z,y) = {a? +y* < 1}

UOLY) = 1 3 Ulaiw)

Note this is indeed unbiased
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1.2 Better Estimator

The better estimator uses 2k samples. It still does a monte-carlo estimate, but
integrates one dimension in closed form.

Uz) =v1-—a?
0(X) = 1 3 U



It is indeed unbiased
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Another way to see why it is unbiased

T =By () = By (a? +42 < 1))

=E, (E,(1{z” + y* < 1}|z))
=E,(Ey(1{y < V1 —2?}|z))
= B, (V1-2?)

=E(U)

Why is it better? Let U be our better estimator, and U’ the naive one.

1. U has a lower variance.

Var(U') =E(U?) -EU')?

2. U uses more samples



